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2. Our Ambition! 

3. Our Approach 

Using system specific cost models for Pregel implementation. 

Why Pregel? 
Pregel is the most popular programing 

abstraction to define distributed graph 

processing algorithms 

We provide cost model for Pregel API in Spark GraphX. 

We validate the cost model on multiple combination of graph 

and algorithm. 

4. Graph Representation in GraphX 
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6. BPMN for Pregel 

7. Derived Cost functions 

(1) 
(2) 

(3) 

8. The Future 

We obtained the system specific constants i.e. alphas, betas and 

gamma and validated on different dataset, algorithm and partitioning 

strategy combinations. 

Verma et. al.(VLDB 2017) An experimental comparison 

of partitioning strategies in distributed graph processing. 
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Similar to cost based query optimization in RDBMS use cost 

models to pick most optimal partitioning strategy for a given input 

graph and algorithm. 


