Cost Model Based Approach for Graph Partitioning In Spark GraphX
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1. Distributed Graph Processing 5. Pregel Model In GraphX
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3. Our Approach 7. Derived Cost functions
cSuperStep(V;, B, A, M;_1, Pe, Py) := max {cAppla Viq.]\[f_l.Av.Pe.Pv
: o o . . cPregel(V, E,s, A, P., Py) == cInit(V, A, | Pysl) (1) el ) 0§q§|Pv|{ pply( )}
. Using system specific cost models for Pregel implementation. : + gnax, {cGather(Ef, ME VY Ay, An, P} (2)
= +Z(::S-u.p(_-?'r.S'tcp(Vi.Ei.A.]\[i_l.Pe.Pv) - -
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_ _ cApply = cost of running vertex Program on active vertex
Wh P Ir? ' Pregel IS_ the mos_t pop_ula_r programing *+ by Data written on disk + oy We obtained the system specific constants i.e. alphas, betas and
y reg e : ~ abstraction to define distributed graph gamma and validated on different dataset, algorithm and partitioning
= prOceSS|ng algorlth ms cGather = 3, read data from previous step strategy combinations.
+ cost of running sendMsg Program on active edges Partition Strategy
+ cost of merging all messages locally Dataset Algorithm EdgePartition2D CRVC DBH
+ [3,, Data written on disk + a, PageRank 06.4 97.9 97.7
» We provide cost model for Pregel API in Spark GraphX. B e %1 T
. - . . cReduce =y reading all messages witter
» We validate the cost model on multiple combination of graph + cost to merge all messages for one vertex + a, i < 5 R us
and a|g0rithm _ (3) Higgs cC 07.9 95.9 04.9

4. Graph Representation in GraphX

8. The Future

Vertex Table Routing Fdge Table 1. Use Rule based
Property Graph (RDD) Table (RDD)
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1. Calculate repartition
strategy to determine Snapshot 1 cost.(Cg)

Partitioning strategy. 2.  Estimate cost for new
partitioner (C..,)
Estimate cost using old
partitioner. (Cmd)
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If(Cnew - Culd)> CR +E
Use New partitioning.
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Similar to cost based query optimization in RDBMS use cost
models to pick most optimal partitioning strategy for a given input
graph and algorithm.
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